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ABSTRACT
We present a longitudinal study of intercontinental long-haul links
(LHL) – links with latencies significantly higher than that of all
other links in a traceroute path. Our study is motivated by the
recognition of these LHLs as a network-layer manifestation of
transoceanic undersea cables. We present a methodology and asso-
ciated processing system for identifying long-haul links in tracer-
oute measurements, and report on our findings from. We apply this
system to a large corpus of traceroute data and report onmultiple as-
pects of long haul connectivity including country-level prevalence,
routers as international gateways, preferred long-haul destinations,
and the evolution of these characteristics over a 7 year period.

CCS CONCEPTS
• Networks→ Topology analysis and generation.
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1 INTRODUCTION
As part of ongoing work focused on the criticality of the submarine
cable network [10], we set ourselves to map traceroute measure-
ments to submarine cables as a first step towards understanding its
potential vulnerabilities. We meant to follow an approach [3] build-
ing on the assumption that given a traceroute, one could identify
the link with the largest latency and, if the associated routers were
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found near submarine landings, that this link could be mapped to
one or a handful of cables. Alas, a preliminary analysis of traceroute
datasets disabused us of this assumption.

While we found traceroutes matching these expectations, we
also found many others in which the routers associated with a
submarine traversing link were far inland from the closest landing
points, some as far as 700 km. Further analysis revealed many of
these long-haul links, covering distances larger than 10,000 km
and connecting every country worldwide. Figure 1 illustrates an
example long-haul link connecting Seattle, US, with Singapore by
concatenating several submarine cable segments.

Figure 1: A long-haul link connecting Seattle, US with Sin-
gapore, via the a concatenation of several submarine cable
segments: PC-1, JIH and ASE.

This paper presents the first in-depth, longitudinal study of inter-
continental long-haul links and their preferred destinations as the
network-layer manifestation of critical transoceanic undersea cables.

We make the following key contributions:

• We present a methodology and associated processing system
for identifying intercontinental LHLs in large traceroute
datasets.
• We apply this methodology to a large corpus of traceroute
data collected by the CAIDA Archipelago platform [5] and
report on multiple aspects of this LHL network, including
the number, length, and popular destinations of LHLs.
• We report on the evolution of LHL properties over a multi-
year period starting in 2016.
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• We release source code and artifacts to facilitate the repro-
ducibility of our study1.

This study contributes to the community effort to create consis-
tent maps across layers of the Internet, critical to a range of impor-
tant analyses from performance and robustness to security [1, 6, 7].

2 METHOLODOGY
Defining the length of Long-Haul Links. The analysis of intra- and
inter-continental distances between peering locations reported on
PeeringDB [9] reveals that these distributions have minimal overlap
beyond 5,700 km. We use this observation to establish a 57 ms RTT
(at 2

3 · c speed) threshold for identifying intercontinental LHLs.
Identyfing Long-Haul Links in traceroutes. Our methodology uti-

lizes ATDK’s LevelShift [2] to detect significant latency shifts as
a hint of LHLs and then applies the derived latency threshold to
discard hops that do not meet our criteria. We also augment the data
using CAIDA’s ITDK [4] for alias resolution and router geolocation
and rely on Speed-of-Light constraints to remove any geolocation
inaccuracy.

Applying our methodology. Our analysis uses traceroute datasets
fromCAIDA’s Archipelago (Ark) platform [5], spanning seven years
and involving 231.45 million traceroutes across all vantage points
available. We utilize three consecutive measurement cycles in each
annual snapshot to enhance link detection and minimize transient
latency effects.

3 RESULTS
Our study focuses on the lengths and termination points of LHLs
using 2022 CAIDA Ark data. We discover that LHLs primarily
follow East-West paths, often exceeding the direct submarine cable
routes in latency, due to the growing adoption of path virtualization
technologies in the lower layers. Our analysis reveals the presence
of super routers, central nodes in the network connecting multiple
countries, and the prominence of global connectivity in the United
States, a primary termination point for these links.

Our findings show a notable decoupling between LHLs and phys-
ical submarine cable locations, enabling routers to be located far
inland, challenging prior assumptions for submarine cable mapping
efforts. Many identified LHLs result from the wide adoption of vir-
tualization technologies (e.g., MLPS), which hide physical links in
virtual network-layer links connecting pairs of nodes, as far as Sao
Paulo and Tokyo, to each other in a single hop. We investigated the
adoption of identifiable MPLS tunnels and found a wide range of
adoption levels across networks, with an average of 2.54% but with
networks with adoptions higher than 90%. Beyond complicating
infrastructure mapping efforts, adopting MPLS tunnels challenges
routing optimization and debugging in the presence of path infla-
tion, in some cases resulting from auto-bandwidth algorithms [8].

Our longitudinal study shows that the number of edges grew
2.9x, from 18,026 to 52,066, while the number of vertices grew 2.4x
(from 9,560 to 23,267). Despite this growth, some properties of
the LHnet have remained stable, including the inter-hop latency
distribution as well as the prevalence of the intra-AS LHLs (79% to
89%).

1Code available at https://github.com/NU-AquaLab/intercont-LHL-2024
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