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ABSTRACT

We investigate network peering location choices, focusing on whether
networks opt for distant peering sites even when nearby options
are available. We conduct a network-wide cloud-based traceroute
campaign using virtual machine instances from four major cloud
providers to identify peering locations and calculate the “peering
stretch”: the extra distance networks travel beyond the nearest
data center to their actual peering points. Our results reveal a
median peering stretch of 300 kilometers, with some networks trav-
eling as much as 6,700 kilometers. We explore the characteristics
of networks that prefer distant peering points and the potential
motivations behind these choices, providing insights into digital
sovereignty and cybersecurity implications.

CCS CONCEPTS

« Networks — Network measurement.
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1 INTRODUCTION

The last decade has radically changed the Internet structure, with
large cloud providers emerging as central components of a densely
connected topology [1, 3, 6, 10, 12, 17, 18].

The change has come with, and as a result of, the global ex-
pansion of cloud providers’ footprints. Large providers, such as
Amazon, Google, IBM, and Microsoft, have deployed data centers
and Points of Presence (PoPs) in virtually every region in the world,
nearly doubling their geographic footprint in just five years as
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they become the source and destination of the majority of today’s
Internet traffic [2, 13, 15, 22, 26].

This impressive expansion means that most access networks
around the world are now a few hundred kilometers away from
cloud-provider datacenters — our preliminary analysis shows that
half the networks [14] are less than ~800 km (or ~500 miles) from
a cloud datacenter!

The expansion should prompt a shift in the places where net-
works peer with cloud providers, from early, faraway locations
to proximate ones. This shift could reduce transit costs, enhance
control over routing, and enable latency-sensitive applications [7].
Nevertheless, networks may still opt for remote peering locations
due to factors such as cost-effectiveness [5, 25], the prospect of
connecting with other networks [1, 4], or simple inertia (e.g., pre-
existing IRU agreements [8, 9, 24]).

Our work explores whether the availability of closer peering
options leads to a preference for closer peering. Specifically, we
are interested in understanding if networks choose to travel to a
distant peering location to peer with cloud providers despite the
availability of nearby options and which networks choose to do so.

We conduct a cloud-based traceroute campaign to identify the
networks peering with the cloud and their peering locations. We
set up virtual machine instances in all regions available from four
large cloud providers (Amazon Web Services, Microsoft’s Azure,
Google Cloud Platform, and IBM Cloud Services) and launched a
network-wide traceroute campaign. We combine the collected data
with additional network datasets and apply state-of-the-art tools
to identify networks’ peering points with the cloud.

To measure the additional distance covered by a network from
its nearest datacenter to its current peering location, we introduce
a new metric: peering stretch. This metric, constructed based on a
simple model of a network’s peering point options, captures the
difference between the geographic distances from the network to
its potential nearest peering point and its actual peering point. We
explore the characteristics of networks that establish peering con-
nections with cloud providers at faraway locations, the popularity
of these options across continents and countries, and the preferred
destinations and providers for these peerings.

We combine our topological findings with additional data sources
to explore possible motivations of these peerings, including a pref-
erence for locations with more cost-effective routes, richer peering
opportunities, and access to specific content. Our analysis offers
additional insights that could explain the persistent preference for


https://orcid.org/0009-0002-1622-2305
https://orcid.org/0009-0000-6034-3927
https://orcid.org/0000-0002-7659-1527
https://orcid.org/0000-0001-7874-1819
https://doi.org/10.1145/3672202.3673715
https://doi.org/10.1145/3672202.3673715
https://doi.org/10.1145/3672202.3673715

ACM SIGCOMM Posters and Demos "24, August 4-8, 2024, Sydney, NSW, Australia

peering at distant locations despite the growing number of closer
peering locations.

2 METHODOLOGY

We launched a traceroute campaign from the cloud to obtain a
cloud-side global perspective of who and where with the cloud. To
that end, we deployed virtual machine (VM) instances across all
regions of four major cloud providers — Amazon Web Services
(AWS), Google Cloud Platform (GCP), Microsoft’s Azure, and IBM
Cloud - to serve as vantage points. We selected datacenter locations
to maximize geographic diversity, focusing on metro areas with
multiple cloud providers for comparative analysis and including
often underrepresented regions such as South America, the Middle
East, and Africa. Our selection criteria opted for entry-level VMs,
given that our traceroute campaign was neither computing nor
storage intensive. We probed all prefixes visible from RouteViews
as of March 27, 2022, and September 29, 2023, using a /24 prefix
granularity, a common practice in network measurement that aligns
with the peering policies of Google, Amazon, and IBM, which do
not accept more specific prefixes. Our traceroute measurements
were conducted using Scamper to send ICMP packet probes at
a rate of 1000 packets per second. Our first campaign collected
42.5 million traceroutes from these diverse global points, while our
second run discovered a growing opacity, especially in Microsoft’s
Azure network, limiting our ability to contrast both snapshots.

We process traceroute data to extract interdomain router in-
terfaces and geographical information using bdrmapIT [20] and
geolocation databases to detect networks peering with the cloud
and their locations. Considering the known limitations of geoloca-
tion methods, we utilize multiple datasets and heuristics, including
HOIHO [19], MaxMind [21], and IPinfo [16] and we also verify the
validity of these locations by ensuring they comply with speed-of-
light constraints. We utilize multiple topological and geographical
data sources to increase the accuracy of gelocation and also consult
PeeringDB to validate the presence of cloud providers and peers
partially. We finally utilize these results to compute the peering
stretch of all networks peering with the cloud.

3 RESULTS
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Figure 1: Fig. 1a shows the Peering stretch for networks con-
necting to large cloud providers. Fig. 1b presents the peer-
ing matrix that shows the fraction of continent eyeballs
(columns) that peer with the cloud in a given continent
(rows).
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We present a preliminary analysis of the extra distance traveled
by a network from the alternative to its actual peering location. To
this end, we introduce a new metric, peering stretch. We define
peering stretch as the difference between great-circle distances from
traceroute destinations to peering points and to the nearest data
centers. While this simple model obviates geographic barriers (e.g.,
deserts, mountains), diplomatic tensions, and other factors that may
prevent the use of closer locations, it nevertheless provides a first
approximation of the overhead opted by a network peering at a
distant location.

Figure 1a presents the cumulative distribution function (CDF) of
peering stretch for specific prefixes within cloud peers, focusing on
a subset advertised by these networks. The figure displays data for
four major cloud providers: Amazon Web Services (AWS), Google
Cloud Platform (GCP), Microsoft Azure, and IBM Cloud.

Our analysis shows considerable variance in the peering dis-
tances with these providers. Notably, up to 72% of prefixes at the
nearest cloud peers are within 500 km, with Azure showing the
highest proximity. In contrast, over 40% of the network paths to
Google and AWS extend beyond 5,000 km. These longer distances
reflect the cloud providers’ global reach and the strategic choices of
networking routes, existing remote peering facilities or Indefensible
Rights of Use (IRUs).

Where Do Peers Originate and Where Do They Connect? Figure 1b
shows a heatmap of peering points by continent (rows) against
traceroute destinations (columns), showing the fraction of the In-
ternet population for each intersection.

The heatmap indicates that while most Internet populations
primarily peer within their own continents, many also connect
remotely, especially outside North America. North America is the
predominant remote peering destination, attracting significant traf-
fic from key networks like Bharti Airtel and China Telecom. Angola
Cables is a notable example of the interest in peering in the US, as
the company invested in deploying a transoceanic cable to Brazil,
aiming to reduce latency and improve connectivity from Angola
to Miami [11, 23]. Europe is another significant destination, espe-
cially for networks from Africa and Asia, supported by connectivity
through cables like ACE and SeaMeWe-4. Outside these regions,
remote peering is minimal.
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